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Abstract

Through case studies of two current projects at Johns
Hopkins University’s Digital Knowledge Center (DKC),
this paper discusses some document analysis applications
other than straightforward transcription that were devel-
oped through direct communication with users of digi-
tal collections. These applications include lyrics extraction
from sheet music, an image-based annotation collabora-
tory environment and automatic illumination-finding in me-
dieval manuscripts. Some of the problems encountered de-
veloping new technology across a disciplinary divide are
then discussed. This paper aims to foster discussion related
to how to make document image analysis research more
user-centric.

1. Introduction

When creating digital libraries of cultural heritage ma-
terials, the purpose of document image analysis is often to
create an “equivalent” symbolic transcription in machine-
readable form. Of course, there are always many compli-
cations and trade-offs associated with defining exactly what
an “equivalent” representation is. However, ignoring that is-
sue, this kind of transcription, even if fairly lossless, can
be less important than other kinds of extractable informa-
tion. There are often other more specialized uses of docu-
ment image analysis that are both more relevant to users of
the documents and more technically tractable.

This paper will discuss research involving two very dif-
ferent collections, the Lester S. Levy Collection of Sheet
Music1 and theRoman de la RoseDigital Surrogates of Me-
dieval Manuscripts.2 Recognition and analysis applications
are being built for these collections using our locally de-
veloped open-sourceGameraframework. [3] In both cases,

1 http://levysheetmusic.mse.jhu.edu/
2 http://rose.mse.jhu.edu/

the usage patterns suggest that the needs of document im-
age analysis technology are different from those would be
served by transcription alone.

2. The Lester S. Levy Collection of Sheet
Music

The Lester S. Levy Collection of Sheet Music, part of
the Special Collections of the Milton S. Eisenhower Library
at The Johns Hopkins University, comprises nearly 30,000
pieces of common Western music notation and associated
cover art dating from the18th to mid-20th centuries. The
primary focus of the collection is American popular mu-
sic and its strength lies in its illustration of American his-
tory through its commercial musical output.

Work on an Optical Music Recognition (OMR) system
for the Levy Collection began at the Digital Knowledge
Center (DKC) in 2000 [2], building upon work that began
in the mid-1980’s [4]. Developing a transcription system for
sheet music covers many different areas of image process-
ing and machine learning and combines the researchers’ in-
terests in computer science and music. Unfortunately, while
this research is seen as a panacea by some and could po-
tentially open the collection to new users, it is not neces-
sarily relevant to theexistingusers of the Levy Collection.
According to the collection’s manager, most queries are not
musical in nature. Instead, users of the Levy Collection tend
to be more interested in the historical content, which is most
concrete in the lyrics and cover art. With this realization, we
felt it was necessary to pursue different applications of doc-
ument image analysis to meet those needs in tandem with
our own research interests.

2.1. Lyric extraction

Since the historical content of the music is most readily
obtained from the lyrics, it would be useful to create a text-
based representation of them. Such a format would permit



(a) (b)

(c) (d)
Talk a bout the shade of the shel ter ing Talk about the shade of the sheltering palms,
Rave a bout the place where your swells go to Praise the bamboo tree and its wide spreading charms,

palms, Praise the bam boo tree and its wide spread ing Rave about the place where your swells go to dine,
dine, Pic ture Sue and me with our sand wich and Picture Sue and me with our sandwich and stein,

Figure 1. “Under The Anheuser Bush” by A. B. Sterling and H. Von Tilzer (1903). (a) The original
page; (b) The page with all the musical elements removed; (c) The lyrics as they appear after OCR;
(d) The correct performance order and syllabic grouping.

full-text searching and other natural language processing-
based analysis.

To extract the lyrics, the existing OMR system is first
used to filter out all information that appears to be “musical”
(Figure 1). Then, font- and language-independent OCR is
applied to the text. Since words on a musical score are type-
set with separated syllables, any system that relies on a dic-
tionary for error correction does not perform well. Group-
ing the lyric syllables back into words is non-trivial, as
the cues for the grouping of syllables (i.e. hyphens or un-

derscores) are frequently inconsistent or absent, and many
groupings can be ambiguous [9] [8, ch. 17]. There are also
issues in restoring the lyrics to their sung order, particularly
in strophic music.3 (Figure 1, for example, has two verses
of lyrics written to the same line of music). This cannot be
solved without an understanding of the musical “flow con-
trol” symbols (e.g. repetition signs,dal segno, etc.) on the

3 Strophic: A section of music where the same melody is performed
multiple times using different lyrics.



Figure 2. The image concordance browsing environment. Clicking on a line of text pops up a menu
that allows the user to jump to the corresponding line of text in another edition of the document.

page [8, ch. 12]. Fortunately, our pre-existing OMR tech-
nology is able to capture that information quite well.

3. TheRoman de la RoseDigital Surrogates of
Medieval Manuscripts

A joint project of Johns Hopkins University and the Pier-
pont Morgan Library,4 this digital collection contains six
manuscripts ofRoman de la Rose, one of the most widely
read works in the French language. If the project is success-
ful, the collection may expand to include more of the over
300 extant copies available throughout the world.

One of the interesting features of the collection is that
it is a parallel corpus: while the manuscripts are not identi-
cal, they are derivative works from a common source. This

4 With the participation of the Walters Art Museum, Bodleian Library
and The J. Paul Getty Museum

creates some interesting opportunities for information anal-
ysis and extraction that we hope to explore in the near fu-
ture.

3.1. Image concordance browsing and annotation

For the medievalists we’ve talked to, the ability to ob-
tain high-quality facsimiles of any page in theRosecollec-
tion in an instant is already a quantum leap ahead of the
traditional level of access to the materials. However, a log-
ical extension of this is to allow hyperlinks between partic-
ular regions on the page, which would allow the researcher
to more conveniently navigate amongst related regions.

An image-based concordance browsing and annotation
environment (Figure 2) is being developed that runs in most
modern web browsers without the use of any plugins. When
the user clicks on a “hotspot” in the image, a menu of
other related hotspots is presented. Hotspots can also point
to comments or other sources of information on the world



(a) (b)

Figure 3. Folio 20 from the Douce manuscript in the Roman de la Rose collection showing automatic
illumination extraction. (b) shows all of the illuminations extracted from (a), automatically grouped
into three classes: decorations, characters and illustrations.

wide web. These hotspots and links could be statically pre-
generated by a document image analysis backend, produc-
ing anm-to-n mapping of lines. However, as there will al-
ways be contention over such results (as there would be
with any single human researcher as well), new hotspots
and links can be added or edited by end users at any time.
The author of each edit is recorded, so that different com-
munities of authorities can develop and the tool can be used
for scholarly discourse. In that way, the environment can be
thought of as a fine-grained image-based annotation collab-
oratory [1, 5].

3.2. Illumination extraction

Of considerable interest to medievalists are the illumi-
nations5 in a manuscript, both their content and where they
occur. While their ornamentation, and thus intra-class vari-
ation, makes them very difficult to recognize as specific
characters automatically, their identification as ornaments
as distinct from body text is quite simple, using only fea-
tures of size and color variation (Figure 3). This automatic
building of illumination “swatches” is something that has
been requested by the medievalists and we will soon be in a
position to evaluate their use for real research.

5 Illuminations: Colorful illustrative or decorative elements.



4. Encouraging participatory design

Despite the preliminary success of the subprojects pre-
sented here, they still could benefit from a more formal ap-
proach to participatory design. In cooperation with our in-
house usability specialist, we’re beginning to explore ways
of making this research more user-centric [7, 6]. One of the
biggest obstacles faced thus far in the various collaborations
has been mutual understanding of the relative difficulties of
different kinds of research. It appears to be difficult for non-
software developers to estimate the difficulty of certain de-
velopment tasks. For instance, it is widely assumed, in the
community at large, that OCR is a solved problem for many
different kinds of documents. Conversely, it has been diffi-
cult for software developers to estimate the amount of time
spent on various humanities research tasks. Determining
which problems will have the most “bang for the buck” is a
balancing act between their technical tractability (how long
until it becomes usable?) and the amount of impact (how
much time will this save, and how much will it enable?)
For this reason, we are developing a framework in which to
undertake more formal studies of the tasks in which docu-
ment researchers spend their time. From these studies, we
hope to determine which of those tasks are “menial”, and
thus good candidates for automation, and which are inher-
ently “human”. This information will help us further focus
our research around the needs of collection users.

While this approach is clearly related to the library’s
mandate as a service to the University, it is also important
to note that research in document image analysis can also
bring collections to new users who previously would not
have been able to meaningfully access them. This sort of
long-range research should not be abandoned.

5. Conclusion

Examining user needs not only increases the relevancy
of the technology to the collection users, but can also be a
source of new and interesting research problems. Addition-
ally, these problems are often more tractable in the short
term than general transcription. We expect this approach to
be a win for all involved.
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